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Abstract— Recovery of 3-dimensional(3D) coordinates 
information from 2-dimensional(2D) image has long been of 
interest in computer vision.  Geometric relationship between 2D 
and 3D coordinates is one of the most key to accurate 3D 
reconstruction result. Prior to performing 3D reconstruction, 
internal and external parameters of cameras need to be estimated 
and the task is called camera calibration. In this paper, we propose 
the approach to camera calibration with few correspondences 
leading to difficulty in accurate calibration work. To alleviate the 
limitation of few correspondences, unsynchronized images from 
each viewpoint are utilized so that geometric relationship between 
3D coordinates of a calibration object and 2D coordinates of a 
projected image can be fully exploited. To substantiate the 
proposed approach, we provide  experimental result  
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I.  INTRODUCTION 
Recovery of 3D information from 2D images always has 

been one of the most fundamental and crucial problem in 
computer vision and computational 3D imaging while it 
remains challenges to achieve high accuracy in practical 
applications [1,2]. Numerous methods have been proposed to 
achieve accurate 3D information from a set of 2D images, and 
there have been two main approach to 3D reconstruction, the 
one is called passive method and the other one is called active 
method [3]. Passive method employs multiple cameras each of 
which is located in different positions. The most widely used 
method is stereo vision system, two camera capture the same 
3D scene from different locations leading to generating parallax 
between two viewpoints [4]. Geometric relationship between 
3D coordinates  of a target 3D scene and the ones of optical 
cameras provides rich information about 3D coordinates of a 
target scene. Active method replace one camera by a light 
source that generate a specific light pattern or projects a light 
ray onto a 3D target object [5]. In the active method, three main 
approaches have been popularly used, the one is using known 
light pattern, e.g., grid patterns, line(horizontal or vertical) 
patterns, circular pattern, coded patterns, etc., the second one is 
using point cloud that is generated by light source that projects 
dot light patterns onto the target object to be reconstructed [6]. 

The third one is using a light ray that is projected onto the target 
object, and the round trip time of the light ray and the speed of 
the ray are used to calculate a distance between the light source 
and the object.  

Prior to the reconstruction work, calibrating cameras is 
mandatory procedure to achieve accurate reconstruction result. 
In particular, passive method requires camera parameters, the 
intrinsic and the extrinsic ones. Numerous work has been 
introduced in the areas of camera calibration, but it has gained 
less attention compared to the work of accurate depth 
estimation and 3-dimensional(3D) reconstruction work. 
Calibration plays a key role to estimate depth and 3D 
coordinates of a target object by estimating the intrinsic and the 
extrinsic parameters. Depth, distance between the optical center 
and the 3D object point is calculated using the following 
equation. 

𝐷𝐷 =
𝑏𝑏𝑏𝑏
𝑑𝑑

, 

where D is a depth, b and f are baseline and the focal length 
of a camera, respectively. d is a disparity. The focal length is an 
element of the intrinsic parameter. Disparity is acquired by 
vertical alignment of a pair of stereo images. To achieve the 
alignment, rectification is required. Relative orientation angle 
is needed to rectify a pair of stereo images, and the angle is from 
the extrinsic parameters. 

 In the past few decades, calibration has been one of the 
challenges in computer vision, because the calibration requires 
high accuracy and needs iterative optimization process. There 
have been two popular calibration methods, the one is Tsai's 
method and the other one is Zhang's method [7]. Readers can 
find their work or can read review article by Salvi [8]. The 
methods aforementioned are based on the geometric 
relationship between the 3D calibration object and the projected 
image in 2D space. The calibration has been evaluated by 
calculating re-projection error. Recently, deep neural network 
model is applied to the calibration work by training a pair of 
stereo images with calibration parameters they are estimated a 
priori [9]. Although deep neural network based calibration can 
provide high accuracy, it consumes long time leading to 
inefficiency especially for mobile camera or small embedded 
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system that need real-time calibration. In this paper, we provide 
calibration approach for three-view camera system, that has few 
correspondence between neighboring viewpoints. Some 
previous work has proposed calibration methods in case of few 
correspondence, however, it has used additional instrument or 
has been helped by moving camera. This paper uses 
unsynchronous view to generate sufficient correspondence 
followed by performing correspondence matching. The next 
section briefly introduces camera model and parameters before 
we propose the approach for our calibration in section 3. 
Section 4 provides experimental result before we conclude this 
paper in section 5.. 

 

II. CAMERA MODELS AND PARAMETERS 
 

In computer vision, camera is approximately modeled to a 
pinhole camera model. Although the model is approximately 
established, it has been popularly used in the calibration work. 
The calibration basically aims to achieve the internal and the 
external parameters of cameras that are located in different 
positions. The former ones are composed of the focal length of 
a camera, principal points of an image plane and skew factors. 
Once the internal parameters are calculated, relationship 
between the 2D and 3D coordinates of a target scene. The latter 
ones define relative orientation of the cameras, rotation and 
translation (distance between optical centers). As similar to the 
traditional calibration, this work also obeys a traditional 
calibration model. Calibration work aims to achieve the 
parameters aforementioned as follows.  

𝑃𝑃 = 𝑝𝑝[𝑅𝑅\𝑡𝑡], (1) 

where P is 3D coordinates of a target scene and its 
projection onto 2D image plane is represented by p. R ⊂ℝ3×3  
represents relative orientation(rotation angle) between 
viewpoints, and a distance between optical centers of the 
viewpoints(cameras) is denoted by t ⊂ ℝ3×1  . Typically, 
camera parameters (or calibration parameters) are composed of 
5 variables of the internal parameters and 12 variables of the 
extrinsic parameters. Thus, the calibration work is to calculate 
17 unknown variables, and the linear model can solve the 
calibration problem. Zhang's method has been one of the most 
widely used one since late 1990s. The planar object with known 
patterns is captured from different locations, and the internal 
and the external parameters are calculated with optimization 
process. Deep learning based calibration has gained attention, 
but the results does not show significant improvement. Once 
calibration is performed, re-projection error provides 
quantitative accuracy of the calibration result. In the next 
section, calibration with few correspondence between 
neighboring viewpoints is introduced, and the calibration using 
unsynchronous viewpoint is proposed. 

 

III. PROPOSED METHOD 
This section details calibration of three-view camera system 

with few correspondences between neighboring viewpoints. 
Since insufficient number of correspondences is provided, 
typical procedure of the calibration cannot be achieved. In this 
work, three-view thermal camera captures the 3D object that is 
manufactured for the calibration work. The object is composed 
of three planar object as shown in Fig. 1. 

 
Fig 1. 3D planar object with known pattern for the 

calibration 

 

Since the camera does not provide sufficient 
correspondences, traditional feature matching followed by 
estimating fundamental matrix or by usual capture from 
different locations does not provide rich information for the 
calibration. A structure of a camera system is shown in Fig 2. 

 

 
Fig 2. Structure of a three-view camera system. 

 

As shown in Fig 2, if the camera is located at close position 
(usually closer than 5 meters), three viewpoints share very few 
feature points. Thus, we try to generate corresponding feature 
points by unsynchronizing the viewpoints as shown in Fig 3. 
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Fig 3. Correspondence is acquired by generating 
unsynchronous viewpoints in artificial way. 

 

Let 𝐶𝐶 = (𝐶𝐶1 , 𝐶𝐶2 , 𝐶𝐶3 )  denotes a vector of the original 
viewpoints 𝐶𝐶1  and 𝐶𝐶2  and 𝐶𝐶3  are optical centers of each 
viewpoint, respectively. Let 𝐶𝐶 = (𝐶𝐶1𝑁𝑁 , 𝐶𝐶2𝑁𝑁 , 𝐶𝐶3𝑁𝑁 ) (each 
element of  𝐶𝐶𝑁𝑁 is an each optical center of a rotated camera)is 
denoted by a vector of new viewpoints, respectively, then C and 
𝐶𝐶𝑁𝑁 have the following relationship, 

𝐶𝐶𝑁𝑁 = 𝑅𝑅𝐶𝐶   (2) 

Rotation matrix R ⊂ ℝ3×3   (ℝ is defined as a set of real 
numbers) is known a priori, then corresponding feature points 
are extracted from 𝐶𝐶2  in camera1 and 𝐶𝐶1 in camera2(Fig 3). Let 
𝐶𝐶2  of camera1 denoted by 𝐶𝐶2  and 𝐶𝐶1  of camera2 denoted by 
𝐶𝐶1𝑁𝑁 , then we can extract sufficient corresponding points 
between 𝐶𝐶2   and 𝐶𝐶1𝑁𝑁 .. Once correspondence is extracted, 
fundamental matrix(F) is estimated. Based on the 
decomposition of F,  rotation between 𝐶𝐶2 and 𝐶𝐶1𝑁𝑁 , can be 
estimated, denoted by𝑅𝑅� . Since we already have initial rotation 
angle between 𝐶𝐶 and 𝐶𝐶𝑁𝑁 (which is R), the ultimate value of 𝐶𝐶1 
of camera1 and 𝐶𝐶2 of camera1 can be calculated to 𝑅𝑅� . Rotation 
between 𝐶𝐶2 and 𝐶𝐶3  and 𝐶𝐶1 and 𝐶𝐶3   also can be calculated using 
similar approach aforementioned.  

Once R  is determined, initial rotation value that is for 
generating unsynchronous viewpoint is used to find a final 
solution of the relative orientation  between viewpoints, written 
as 

𝑅𝑅𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = 𝑅𝑅 + 𝑅𝑅�    (3) 

IV. EXPERIMENTAL RESULTS 
 
    To substantiate the proposed approach, this section provides 
experimental results with detailed procedure of the calibration 
work. Fig 4 shows a flow diagram of the experimental 
procedure for the calibration. 
 

 
Fig. 4. Experimental procedure for the calibration 

 
In the first, three-view camera captures a 3D object which has 
a known pattern. Since the angle between neighboring 
viewpoints is bigger than 180-degree, it is difficult to acquire 
corresponding feature points (e.g., corners of a checkerboard 
patterned object). To solve the difficulty, the camera captures 
the calibration object with various rotation angle that is a known 
a priori. In this experiment, we rotate the camera with a multiple 
of 2-degree, i.e., 2, 4, 6, 8-degree, etc. Rotation is carried out 
until the angle reaches 90-degree. Fig 5 shows the result of 
correspondence matching between neighboring viewpoints. In 
the fig 5, a pair of images is captured unsynchronous way. In 
other words, the left image is captured by rotating the camera 
to 26-degree. In this work, calibration object is composed of 
circles, and the distance between centers of neighboring circles 
is 10centineters. Provided known size of a circle, relationship 
between 2D pixel coordinates and 3D real coordinates is 
established. Correspondence matching between neighboring 
images is achieved. If the rotation is set to 90-degree, as shown 
in fig 6, a number of corresponding points is significantly 
increased, however, based on the experiment, fundamental 
matrix is reliably acquired with 26-degree rotation.  
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Fig. 5. Correspondence matching between viewpoints (26-
degree rotation) 

 

 
Fig. 6. Correspondence matching between unsynchronized 
viewpoints (90-degree rotation) 
 
Rotation (represented using 3D angle in x, y and z direction and 
in radian) and translation (represented using a 3D vector) values 
of a C1 and C2 are provided in Table 1. 

Camera C1 Camera C2 
Rotation(rad) Translation Rotation(rad) Translation 
-2.1502 +124.4072 -1.2281 -7.3168 
+0.5293 -35.4247 -1.3521 -11.9284 
-0.0793 +375.6424 +0.7950 +26.6254 

 
Homography between neighboring viewpoints is estimated, and 
the result is about 88-degree. As aforementioned, 26-degree is 
initially rotated, the final result is 114-degree. The groundtruth 
value of a rotation is about 120-degree (see fig 1). Thus, the 
estimated value of a rotation using the proposed approach is 
closed to the groundtruth value.  
 
 

V. CONCLUSION 
 

This paper proposes estimating the extrinsic parameters, 
particularly the relative rotation between neighboring 
viewpoints. Since a traditional approach does not apply to the 
camera setup of this work, unsynchronous views are generated 
to acquire sufficient corresponding points. Unsynchronous 
views are generated by rotate a camera with known angles, 
leading to acquisition of sufficient number of corresponding 
feature points. In the calibration work, circles are used instead 
of checkerboard patterns. The intrinsic parameters are 
estimated using usual approach, and the extrinsic parameters 
are estimated by decomposing fundamental matrix. The 
rotation value is added to the initial angle which is set to 
generate unsynchronous viewpoint. Future work will focus on 

modeling more accurate and reliable mathematical and 
geometric relationship for the calibration. 
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